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Chapitre 2

Introduction

Les dégâts causés par les attaques récurrentes d’oiseaux ravageurs, représentent une véritable
cause d’incertitude pour les producteurs, en particulier pour les cultures de tournesol et de maïs.
Environ un tiers des surfaces en tournesol seraient touchées chaque année[1], entraînant poten-
tiellement des resemis ou des pertes de récolte. Ces attaques ont ainsi un impact direct sur la
rentabilité de ces cultures. De plus, la crainte des dégâts engendrés et les frais qui en découlent re-
mettent en question le maintien même de ces cultures en France, bien qu’elles présentent un intérêt
agronomique et environnemental[2]. Les dégâts d’oiseaux réduisent ainsi les possibilités de diversi-
fication et les bienfaits que peut apporter cette culture comme précédent dans la rotation culturale.

Remédier à cette problématique est devenu un enjeu majeur pour la compétitivité de cer-
taines filières de production[3]. Plusieurs méthodes classiques de lutte au champ existent déjà :
effarouchage, tir, produits répulsifs, aménagement des pratiques culturales (semis plus tardifs,...).
L’effarouchage reste la méthode la plus facilement mobilisable. Parmi les effaroucheurs, on citera
notamment les canons à gaz qui font à intervalle régulier le bruit d’un coup de fusil, les épouvan-
tails («scaryman») mobiles ou non et les bandes sonores de cris de détresse ou de prédateurs[4].
L’efficacité de ces techniques reste limitée dans le temps, les oiseaux s’habituant rapidement à
l’effarouchage, des dispositifs capables de réagir en temps réel à la présence des oiseaux à leur in-
sensibilité croissante pourraient allonger les durées d’efficacité. Par ailleurs, les capacités d’analyse
et de quantification de ce fléau sont limitées. D’autant plus que les destructions sont très hétéro-
gènes dans l’espace et dans le temps et que le recours à des observateurs humains pour les décrire
avec précision est coûteux.

Les technologies numériques peuvent être d’un grand secours pour l’identification des oiseaux
que ce soit à des fins d’effarouchage ou de recherche. Pour cela il est possible de combiner des cap-
teurs existants avec des algorithmes entraînés pour analyser les images comme des observateurs
humains pour démultiplier la capacité d’observation et de quantification. L’utilisation de réseaux
de neurones profonds a permis ce type d’approche dans plusieurs domaines tels que :

• Reconnaissance faciale (Google, Facebook, Apple, Sony)[5]

• Reconnaissance optique de caractères (traitement automatique des chèques)[6]

• Reconnaissance vocale (Siri, Google translate, sous-titrage automatique) [7]

• Reconnaissance d’empreintes[8]
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• Identification d’objets ou de personnes sur des photos ou dans des vidéos[9]

Ces techniques permettent la détection et l’identification en temps réel, souvent sur des disposi-
tifs de calcul de taille réduite qui sont en association directe avec les capteurs (matériel embarqué).
Parmi ces dispositifs, le raspberry Pi[10] s’est taillé une place de choix pour le prototypage. Le
nombre d’images nécessaires pour entraîner les algorithmes étant très important, il est nécessaire de
constituer des banques d’images. Dans notre cas, il n’est pas possible de se baser sur celles existantes
car les images d’oiseaux sur fond de terre labourée juste semée n’abondent pas parmi celles recen-
sées par les moteurs de recherche. L’annotation d’images est nécessaire à l’exploitation de telles
bases de données, et étant donné la grande taille des jeux d’images considérés, une annotation semi-
automatique peut permettre de ne présenter à l’observateur humain que les cas difficiles permettant
de faire progresser les algorithmes d’entraînement[11]. Plusieurs systèmes téléchargeables gratui-
tement proposent ce type d’annotation d’images (Supervisely[12], Labelbox[13], labelimg[14]...).
Il existe aussi des sites internet et des entreprises spécialisées dans l’annotation mais qui sont
payants tel que Dataturks[15]. Une fois l’annotation terminée, l’étape suivante consiste à utiliser
cette banque d’images annotées pour l’apprentissage d’algorithmes (Deep-learning). Les réseaux à
convolution, malgré leur complexité, sont fortement conseillés pour la classification d’images ou la
reconnaissance visuelle. Ce sont des domaines où ils surpassent toutes les autres méthodes exis-
tantes grâce à leur vitesse d’apprentissage[16] et à leur précision. La mise en place d’un tel procédé
pour classifier des images complexes peut s’avérer difficile, car de nombreux paramètres sont à
déterminer[17] : nombre d’images à utiliser pour l’apprentissage, taille des images, type de filtres,
méthode de Pooling[18], nombre de couches de neurones, nombre de neurones par couche. La diffi-
culté à trouver la bonne combinaison entre ces paramètres demande du temps pour la réalisation de
réseaux de neurones performants. De plus, le temps d’entraînement pour chaque structure de réseau
de neurone est important. C’est pour cette raison qu’il est utile d’utiliser des réseaux de neurones
pré-entraînés qui garantissent à la fois une structure du réseau performante et limitent le temps
nécessaire à l’apprentissage. En particulier, MobileNet SSD[19] a été utilisé sur Raspberry pi pour
permettre de la reconnaissance en temps réel. Cependant ces réseaux de neurones pré-entraînés ne
peuvent traiter que des images de taille limitée ( 300 px de côté pour MobileNet ) en raison du
coup exponentiel en termes de nombre de paramètres lorsque le nombre de pixels augmente. Pour
permettre le traitement, sans perte d’information, des images à haute définition nécessaires pour
surveiller un champ, il faut alors assurer une subdivision de l’image. Se focaliser sur les différences
entre deux images successives pourrait permettre de se concentrer sur des fragments de l’image,
de taille raisonnable, où des changements ont été observés et donc susceptible de contenir des oi-
seaux. Ces fragments peuvent alors être traités, sans perte d’information, par le réseau de neurones.

Dans le projet finançant le stage, nous développons un prototype complet de dispositif basé sur
un Raspberry Pi permettant la prise d’image au champ et leur analyse en temps réel pour détecter,
localiser et identifier des oiseaux déprédateurs se posant sur des parcelles juste semées.

L’année précédent le stage, une vaste campagne d’acquisition au champ et d’annotation d’images
a été lancée. Le stage a permis de participer à cette acquisition et d’apporter des capacités d’an-
notation semi-automatique. Le cœur de ce stage consiste à adapter et comparer des algorithmes
existants pour ce problème spécifique de détection avec des moyens de calcul embarqué et donc
limités. Une aide à la réalisation de l’interface permettant de piloter l’acquisition et le traitement a
aussi été apportée. Trois axes sont développés au centre de ces algorithmes de traitement : la mise
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en évidence de différences entre deux images consécutives pour détecter des zones de changements
(imagettes), le référencement des images par rapport à des cartes permet le positionnement des
imagettes dans le champ et l’application d’algorithmes de deep learning aux imagettes doit per-
mettre d’identifier les oiseaux, éventuellement en distinguant différentes espèces comme les corvidés
et les colombidés.
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Chapitre 3

Matériels et méthodes

3.1 Acquisition des images
Le stage a permis dans un premier temps de participer à l’acquisition d’images pour constituer

la base de données de référence pour ce projet. Nous les avons acquis de deux manières :

1. Installation de caméras dans les champs

2. Utilisation d’un Raspberry

3.1.1 Caméras dans les champs
Plusieurs caméras sont installées dans différentes parcelles de chanvre et de tournesol au mo-

ment du semis.

Deux marques de caméras sont utilisées :

Figure 3.1 – Pièges photographiqies : Bushnell et Berger & Shröter
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Les pièges photographiques ci-dessus sont robustes et peuvent supporter les conditions clima-
tiques du terrain. Les caméras sont équipées de carte mémoire SD, et sont programmées pour faire
une capture d’image toutes les quinze secondes entre 4h et 22h.

3.1.2 Raspberry Pi
Matériel

Le Raspberry Pi est un nano-ordinateur : de la taille d’une carte de crédit(3.2), il est équipé
du strict nécessaire :

• Un microprocesseur ARM

• La mémoire RAM

• Une carte vidéo

• Une carte ethernet

• Un module ratio (Wi-fi et Bluetooth)

Figure 3.2 – La carte Raspberry Pi 3

A l’aide de ce nano-ordinateur et de la Raspberry Pi Camera V2, nous avons conçu un dispositif
qui permet la prise d’images dans les champs (3.3).

Ce dernier est facilement transportable dans les parcelles. Un transformateur alimente le Rasp-
berry assurant la transformation de l’énergie fournie par une batterie de voiture (3.4). Le dispositif
a une autonomie supérieure à un mois pour la simple prise d’image toutes les 15 secondes.
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Figure 3.3 – Vue du prototype multi-caméra en cours d’assemblage

Figure 3.4 – Vue du prototype multi-caméra assemblé

Interface Web

Une interface web (3.5) est mise en place afin de faciliter le pilotage du dispositif, elle permet par
ailleurs de récupérer plusieurs informations importantes telles que les données de géolocalisation
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de la parcelle et à définir un "masque" délimitant la zone sur laquelle nous allons faire nos analyses
(3.6).

Figure 3.5 – Pages de l’interface de commande par wifi du raspberry

Plusieurs boutons sont présents dans la dernière page de l’interface et permettent de :

• Choisir la durée de capture

• Activer le mode economie d’énérgie (désactive les entrées USB, Ethernet,...)

• Lancer la boucle d’acquisition des images

• Arrêter la prise d’image

• Redémarrer le Raspberry Pi

3.2 Annotation des images
Assigner des labels aux images est une étape importante dans le projet. Nous avons fait le choix

d’utiliser «Labelimg» (3.7) une application implémentée avec Python et qui permet de :

• Créer un réctangle autour d’un élément identifié
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Figure 3.6 – Application du masque sur l’image

Figure 3.7 – Interface du logiciel LabelImg

• Donner un label à ce rectangle

Une telle annotation sur des images haute définition et avec une profondeur de champ telle que
certains oiseaux peuvent apparaître très petits, prend beaucoup de temps par image. Il n’est donc
pas possible d’annoter de cette manière la totalité des images acquises (des dizaines de milliers,
en accroissement constant). Ainsi, nous avons décidé d’automatiser cette procédure comme nous
le verrons dans la partie "Annotation semi-automatique" (5).
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3.3 Différences entre deux images

3.3.1 Méthodes d’identification de différences entre images
Afin de trouver les différences nous avons utilisé plusieurs méthodes :

1. SSIM : fonction Compare-SSIM du package OpenCV spécialisé dans le traitement d’image.

2. Diff : différence entre deux images dans le sens mathématiques (imageA-imageB), en RGB

3. Absdiff : différence entre deux images avec la valeur absolue (|imageA-imageB|), en RGB

4. HSVabsdiff : procédure simple détectant les différences en termes de Teinte, Saturation et
Luminance.

Le script que nous avons écrit permet de repérer les différences par l’un de ces algorithmes au
choix et de dessiner un rectangle autour (3.8), ce qui constitue une imagette qui devra par la suite
être analysée par le réseau de neurones.

Figure 3.8 – Interface du logiciel LabelImg

En revanche nous pouvons remarquer que l’algorithme a tendance à sélectionner un très grand
nombre de différences à cause des changements de luminosité. Le nombre d’imagettes correspondant
à ces différences est trop grand pour pouvoir être analysé en temps réel par un réseau de neurones
profond. Pour cette raison nous avons ajouté des filtres sur la taille des rectangles.
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3.3.2 Filtres de différences pertinentes
Filtre par régions d’images

Pour cette méthode nous avons découpé l’image en trois régions selon la position de la cible
sur l’image :

1. Hauteur maximale de l’imagette < 1200 pixels

2. 1800 > Hauteur maximale de l’imagette > 1200 pixels

3. Hauteur maximale de l’imagette > 1800 pixels

La taille du rectangle dessiné autour de la cible sera filtrée selon les régions citées ci-dessus.
Par exemple, si la cible est dans la région 3, la taille du rectangle sera assez grande. Si elle est dans
la région 1, elle sera au fond de l’image et par conséquent la taille du rectangle sera trop petite.

Filtre avec un modèle Random Forest(4.3.1)

Nous avons utilisé les images annotées manuellement pour construire une table de données
«Image-labels» :

Figure 3.9 – Représentation de la table de données «Image-labels»

Cette table (3.9) regroupe les données de 1110 images et sert à entrainer un modèle de Random
Forest sur les tailles d’imagettes susceptibles de comporter des oiseaux en fonction de la taille de
l’imagette et de sa position dans l’image.

14



Figure 3.10 – La Matrice de confusion, et Le Score du modèle

Figure 3.11 – Le Score KAPPA du modèle

On peut voir dans la figure (3.10) que la précision du modèle atteint 87,17%. De plus, pour
vérifier le taux d’accord ou de «concordance» nous avons calculé le coefficient KAPPA[20]

Le score est dans l’intervalle [0.61; 0.80], donc nous avons un accord fort mais surtout la précision
pour identifier les imagettes qui ne sont pas des oiseaux est de 1 ce qui en fait un filtre d’élimination
fiable.

Tableau comparatif

Le tableau suivant (3.12) permet de comparer les différents filtres en utilisant la méthode SSIM.
65 images sont soumises aux différents filtres. Les images ont étées annotées manuellement et par
conséquent, nous savons d’avance qu’elles contiennent exactement 110 «imagettes».

Figure 3.12 – Tableau comparatif des différents filtres sur un jeu de données de 65 images conte-
nant 110 «imagettes» de "Oiseaux"

On peut voir dans le tableau (3.12) que le filtre avec le modèle Random Forest fournit le meilleur
résultat en termes de nombre d’imagettes enregistrées : sur 110 Oiseaux présents sur les images
intiales il n’a pas réussi à identifier 6 Oiseaux ce qui représente 5% de perte. Le filtre utilisant
les régions d’images en perd 17,27%. De plus, le score KAPPA du Random Forest est nettement
supérieur à celui des régions.
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En revanche, en termes de temps de calcul, le filtre avec régions d’images est meilleur par
rapport au deux autres.

3.4 Identification des imagettes

3.4.1 Structure des convolutional neural networks (CNN)
Le nombre total d’imagettes obtenu pour le moment est de 1110 dont 521 représentant la

classe "Pas Oiseau" et 589 la classe "Oiseau". Ces images ont été annotées manuellement avec
"Labelimg" lors de leur acquisition. Notre rôle est d’entraîner un modèle de machine learning sur
le jeu d’entraînement, puis d’utiliser ce modèle pour prédire les comportements sur les images de
test.

Les réseaux de neurones convolutifs sont à ce jour les modèles les plus performants pour classer
des images. Désignés par l’acronyme CNN, de l’anglais Convolutional Neural Network, ils com-
portent deux parties bien distinctes. En entrée, une image est fournie sous la forme d’une matrice
de pixels. Elle a 2 dimensions pour une image en niveaux de gris. La couleur est représentée par une
troisième dimension, de profondeur 3 pour représenter les couleurs fondamentales [Rouge, Vert,
Bleu].

La première partie d’un CNN est la partie convolutive à proprement parler (la partie gauche de
la figure (3.13). Elle fonctionne comme un extracteur de caractéristiques des images. Une image est
passée à travers une succession de couches, ou noyaux de convolution, créant de nouvelles images
appelées cartes de convolutions.

Figure 3.13 – Figure représentant les deux parties d’un CNN[21]

Ce code CNN en sortie de la partie convolutive est ensuite transmis à une deuxième partie(la
partie droite de la figure (3.13), constituée de couches entièrement connectées (perceptron mul-
ticouche). Le rôle de cette partie est de combiner les caractéristiques du code CNN pour classer
l’image.

Cependant créer un nouveau réseau de neurones convolutif est coûteux en termes d’expertise,
de matériel et de quantité de données annotées nécessaires.

La complexité de la création de CNN et de l’entraînement des CNN peut être évitée en adap-
tant des réseaux pré-entraînés disponibles publiquement. Ces techniques sont appelées “transfert
learning”, car on exploite la connaissance acquise sur un problème de classification général pour
l’appliquer à un problème particulier.
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La “connaissance” sur la classification d’images contenue dans un tel réseau peut être exploitée
de deux façons :

� Comme un extracteur automatique de caractéristiques des images, matérialisé par le code
CNN, et ré-exploitée avec un autre classifieur.(3.14)

� Comme une initialisation du modèle, qui est ensuite ré-entraîné plus finement (Fine Tuning)
pour traiter le nouveau problème de classification.(3.14)

Figure 3.14 – Illustration des deux méthodes pour exploiter un CNN[22]

Dans notre projet nous avons choisi d’utiliser la deuxième méthode avec la structure VGG16,
une version du réseau de neurones convolutif très connu appelé VGG-Net[23].

3.4.2 Spécificités de la structure VGG16
VGG16 est un réseau Covnet à 16 couches utilisé par le groupe de géométrie visuelle (VGG) de

l’Université d’Oxford dans le cadre du concours ILSVRC (ImageNet) en 2014. Le modèle atteint
un taux de succès de 92,5% dans le top 5 sur l’ensemble de validation[24].

Il prend en entrée une image en couleurs de taille 224*224 px et la classifie dans une des 1000
classes. Il renvoie donc un vecteur de taille 1000, qui contient les probabilités d’appartenance à
chacune des classes.

L’architecture de VGG-16 est illustrée par les schémas ci-dessous (3.15) :
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Figure 3.15 – Architecture de VGG-16[25]

Figure 3.16 – Représentation 3D de l’architecture de VGG-16[26]

Il s’agit actuellement du choix le plus populaire pour l’extraction de fonctionnalités à partir
d’images [27]. La configuration de poids du VGGNet est disponible publiquement et a été utilisée
dans de nombreuses autres applications et défis en tant qu’extracteur de fonctionnalités de base.

3.4.3 Extraction automatique de caractéristiques avec VGG16
L’extraction automatique de caractéristiques exploite uniquement la partie convolutive d’un

réseau pré-entraîné. Elle l’utilise comme extracteur de caractéristiques des images, pour alimenter
le classifieur de votre choix.

En pratique, le VGG 16 est tronqué pour ne garder que la partie convolutive. Cette partie
est dite gelée, pour exprimer l’absence d’entraînement. Ce réseau prend en entrée une image au

18



bon format (224, 224, 3) et produit en sortie le code CNN. Chaque image du dataset est ainsi
transformée en un vecteur de caractéristiques, qui est utilisé pour entraîner un nouveau classifieur.

Figure 3.17 – Représentation de l’extraction automatique de caractéristiques avec VGG-16 [28]
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Chapitre 4

Modèles et résultats

On entraîne plusieurs classifieurs Régression logistique, Arbre de décision, Random Forest à
partir des codes CNN de VGG 16 sur des échantillons d’entraînement de taille croissante.

La figure suivante illustre la table de données utilisée pour l’entrainement des différents modèles
(sur la base des caractéristiques extraites par VGG-16).

Figure 4.1 – Représentation de la table de données finale

Description de la table :

• "Name" : Le nom des images

• Les variables "2" ; ... ;"25091" : des variables quantitatifs représentants les "Features" ou ca-
ractéristiques extraites des images avec VGG16

• "Label" (4.2) :

– 0 = Oiseau
– 1 = PasOiseau
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Figure 4.2 – Barplot de la variable "Label"

4.1 VGG16 & Régression logistique

4.1.1 Modèle
La régression logistique[29] est une méthode statistique d’analyse d’un ensemble de données

dans laquelle une ou plusieurs variables indépendantes déterminent un résultat. Le résultat est
mesuré avec une variable dichotomique.

La régression logistique a pour objectif de trouver le modèle le mieux adapté pour décrire la
relation entre la caractéristique d’intérêt dichotomique et un ensemble de variables indépendantes
(prédicteur ou explicatif). La régression logistique génère les coefficients d’une formule permettant
de prédire une transformation logit de la probabilité de présence de la caractéristique d’intérêt

Logit(p) = b0 + b1X1 + b2X2 + b3X3 + · · · + bkXk

où p est la probabilité de présence de la caractéristique d’intérêt. La transformation logit est
définie comme la cote enregistrée :

odds = p

1 − p
= Probabilité de la présence du caractéristique

Probabilité de l′absence du caractéristique

et

logit(p) = ln( p

1 − p
)

Plutôt que de choisir des paramètres qui minimisent la somme des erreurs au carré (comme
dans la régression ordinaire), l’estimation dans la régression logistique choisit des paramètres qui
maximisent la probabilité d’observer les valeurs d’échantillon.
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4.1.2 Résultats
Nous obtenons les sorties ci-dessous (4.3) en utilisant la fonction du logiciel Python : Logisti-

cRegression de la librairie Sklearn :

Figure 4.3 – Rapport de classification et Matrice de confusion pour le modèle de régression
logistique

Après entraînement du modèle sur 1010 images, nous obtenons une précision de 89% sur un
jeu de test de 100 images.

Figure 4.4 – Représentation de la courbe ROC, et de l’evolution des FPR, TPR en fonction du
seuil de validité de la réponse

• FPR : Taux de faux positif (False Positive Rate)

• TPR : Taux de vrai positif (True Positive Rate)

Le score de la mesure AUC [30] de 97% que nous obtenons (4.4) est plutôt très bon.
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4.2 VGG16 & Arbre de décision

4.2.1 Modèle
Les arbres de décision[31] sont une méthode d’apprentissage supervisé non paramétrique utilisée

pour la classification et la régression. L’objectif est de créer un modèle qui prédit la valeur d’une
variable cible en apprenant des règles de décision simples déduites des entités de données.

Les arbres binaires de décision (CART : classification and regression trees) s’appliquent à tous
types de variables. La complexité du modèle est gérée par deux paramètres : max_depth, qui
détermine le nombre max de feuilles dans l’arbre,et le nombre minimales min_samples_split
d’observations requises pour rechercher une dichotomie. Nous avons optimisé ces paramètres dans
notre étude avec la fonction Python : GridSearchCV (Validation Croisée) de la librairie Sklearn.

Une fois l’arbre construit, classer un nouveau candidat se fait par une descente dans l’arbre,
depuis la racine aboutissant à l’une des feuilles (qui indique la décision ou la classe). A chaque
niveau de la descente on passe un nœud intermédiaire où une variable xi est testée pour décider
du chemin (ou sous-arbre) à choisir pour continuer la descente.

4.2.2 Résultat
Nous obtenons les sorties ci-dessous (4.5) en utilisant la fonction du logiciel Python : Decision-

TreeClassifier de la librairie Sklearn :

Figure 4.5 – Rapport de classification et Matrice de confusion pour le modèle Arbre de décision

Après entraînement du modèle sur 1010 images, nous obtenons une précision de 75% (4.5) sur
un jeu de test de 100 images.
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Figure 4.6 – Représentation de la courbe ROC, et de l’evolution des FPR, TPR en fonction du
seuil de validité de la réponse

On peut voir sur la courbe ROC [32] (4.6) quelques fluctuations qui ont tendance à s’approcher
de la diagonale, cela confirme la précision moyenne obtenue au-dessus. Avec une AUC égale à
76, 56% ce modèle est beaucoup moins précis que le précédent.

4.3 VGG16 & RandomForest

4.3.1 Modèle
L’algorithme du Random Forest[33] appartient à la famille des agrégations de modèles, c’est en

fait un cas particulier de bagging (bootstrap aggregating) appliqué aux arbres de décision de type
CARTclassification and regression trees. Le principe des méthodes de Bagging, et donc en particu-
lier des Random Forest c’est de faire la moyenne des prévisions de plusieurs modèles indépendants
pour réduire la variance et donc l’erreur de prévision. Pour construire ces différents modèles, on
sélectionne plusieurs échantillons bootstrap, c’est-à-dire des tirages avec remises.

En plus du principe de Bagging, les Random Forest ajoutent de l’aléa au niveau des va-
riables. Pour chaque arbre on sélectionne un échantillon bootstrat d’individus et à chaque étape,
la construction d’un nœud de l’arbre se fait sur un sous-ensemble de variables tirées aléatoirement.

On se retrouve avec plusieurs arbres et donc des prédictions différentes pour chaque individu.
Cependant l’estimation finale est obtenue :

Dans le cas d’une classification : on choisit la catégorie la plus fréquente

Dans le cas d’une régression : on fait la moyenne des valeurs prédites

Dans notre cas d’étude, on va appliquer l’algorithme de Random Forest pour créer un puissant
modèle prédictif. Cet algorithme fournit de bonnes performances en prédiction, et ne crée pas de
problème d’overfitting si l’ensemble de ses hyperparamètres sont bien ajustés. Nous utilisons la
même fonction que pour l’Arbre de Décision (GridSearchCV ) pour trouver les hyperparamètres
optimaux afin d’obtenir le meilleur modèle.
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4.3.2 Résultat
Nous obtenons les sorties ci-dessous (4.7) en utilisant la fonction du logiciel Python : Random-

ForestClassifier de la librairie Sklearn :

Figure 4.7 – Rapport de classification et Matrice de confusion pour le modèle Arbre de décision

Après entraînement du modèle sur 1010 images, nous obtenons une précision de 85% (4.7) sur
un jeu de test de 100 images.

Figure 4.8 – Représentation de la courbe ROC, et de l’evolution des FPR, TPR en fonction du
seuil de validité de la réponse

On peut voir là aussi la présence de quelques fluctuations (4.8), mais avec une AUC de l’ordre
de 94,28% ce modèle reste intéressant.
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Figure 4.9 – Test statistique de KAPPA

On obtient un coefficient de KAPPA de l’ordre de 0,7 (4.9) pour notre modèle Random Forest
cela représente un accord fort entre les prédictions issues du modèle et les labels déjà connus du
jeu de données fournit pour le test.

4.4 Comparaison des résultats
Dans toute méthode, la prévision de dépassement, ou non, est associée au choix d’un seuil

qui est par défaut 0.5. L’optimisaiton de ce seuil dépend des coûts respectifs associés aux faux
positifs et aux faux négatifs qui ne sont pas nécessairement égaux. La courbe ROC (4.10) permet
de représenter l’influence de ce seuil sur les taux de faux positifs et vrais positifs.

Figure 4.10 – Courbe ROC et pourcentage d’erreur pour les trois modèles

Le modèle de régression logistique est le plus performant par rapport aux autres avec un
pourcentage d’erreur de 11%, suivi du modèle Random Forest avec 15% et enfin le modèle avec
l’arbre de décision avec 25%.
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Chapitre 5

Annotation semi-automatique

L’objectif de l’annotation semi-automatique est de minimiser le travail manuel, et de constituer
une grande base de données très rapidement. Nous avons utilisé deux méthodes :

1. Avec un filtre sur les régions d’image

2. En utilisant un modèle Random Forest

Les probabilités issues de ce modèle seront utilisées de la manière suivante :

1. Si la probabilité de prédiction est supérieure ou égale à 80%, l’image sera annotée par le
modèle.

2. Si la probabilité de prédiction est inférieure à 90%, une interface Python (5.1) dédiée per-
mettra à l’utilisateur d’annoter comme on peut le voir sur la figure suivante.

Par ailleurs, un tirage aléatoire des images annotées automatiquement par le modèle, sélection-
nés via un tirage aléatoire, sont présentés à l’annotateur pour évaluer la précision de l’annotation
automatique et s’assurer que la qualité continue de s’améliorer.
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Figure 5.1 – Représentation de l’interface d’annotation semi-automatique conçu avec Python

Cette interface d’annotation sera reliée directement au processus d’acquisition et annotation
des images, dans la partie «annotation par l’utilisateur» (5.2).

Figure 5.2 – Schéma représentant les différentes étapes d’acquisition et d’annotation des images
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Chapitre 6

Conclusion

Tout d’abord, la partie acquisition des images a permis de mettre en place un dispositif assez
maniable et facilement transportable dans les parcelles. Il reste encore des améliorations à apporter
au dispositif mais, le travail éffectué sur l’interface qui le gère, ainsi que sur les scripts assurants
le fonctionnement du Raspberry Pi, permet déjà d’avoir un outil fonctionnel pour accomplir cette
étape importante d’acquisition de données.

L’extraction automatique de caractéristiques avec VGG16 suivi par entrainement/test d’un
classifieur a permis d’abord de contourner la création d’un nouveau CNN, ensuite de travailler
avec trois modèles. Le modèle avec la régression logistique apparaît comme le meilleur avec une
précision de 87%, en deuxième position le modèle avec Random Forest avec 85% de précision et
enfin le modèle avec l’arbre de décision avec 75%. D’autres modèles sont envisagés dans la suite
du projet (K-NN[34], Lasso[35], BasicNet[36]).

En associant, le modèle de prédiction obtenu et les filtres de différences entre images, nous avons
automatisé la procédure d’annotation des images à l’aide d’une interface Python. Cela permet une
annotation plus facile et beaucoup plus rapide, ainsi qu’ une augmentation continue . Toutefois
certaines améliorations pourraient être apportées à la précision de ce processus et à son temps de
calcul.

Enfin, le stage a permis d’avancer sur deux grands axes, le premier est de concevoire un outil de
suivis des dégâts d’oiseaux au semis et le deuxième relier cet outil aux différents modèles réalisés
pour un traitement en temps réel. Cela permettra de détecter, localiser et identifier des oiseaux
déprédateurs se posant sur des parcelles juste semées.
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